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Abstract—Several channel estimators have been developed over the past few years for use in serial digital modems that operate over voiceband HF radio links. A simple estimator designed for a 2400 bit/s modem is a development of the conventional gradient estimator, and employs a polynomial filter that gives a prediction of the channel response. An improved estimator designed for a 9600 bit/s modem is much more sophisticated, and uses the techniques of the simple estimator together with a knowledge of the number of different paths (separate sky waves) in the HF radio link. The paper describes some new estimators, that are developments of the simple estimator but make no use of any knowledge of the number of different paths. The new estimators have performances intermediate between those of the simple and improved estimators, but are only slightly more complex than the simple estimator. The new estimators are studied for a particular QPSK modem that operates at 4800 bits/s over voiceband HF radio links. Results of computer-simulation tests are presented, comparing the accuracies of the channel estimates given by different estimators, and hence suggesting the most suitable of these.

I. INTRODUCTION

This paper is concerned with the design of a channel estimator for a digital data-transmission system, operating with a serial 4800 bit/s signal over a voiceband HF radio link, as modeled in Fig. 1. The signal fed to the voiceband channel is a quaternary phase-shift-keyed (QPSK) signal with a carrier frequency of 1800 Hz and a signal element rate of 2400 bauds. Linear modulation and demodulation processes are used, and the receiver forms an estimate of the sampled impulse response of the resultant baseband channel, formed by the combination of the low-pass filter, modulator, transmission path, and demodulator (Fig. 1).

Considerable advances have been achieved over the past few years in the design of serial modems for HF radio links [1]–[11]. As a result of this the highest practically obtainable transmission rate over a voiceband HF channel has been increased from 2400 to 9600 bits/s [1]–[11]. The increase has been achieved through the development of more effective techniques for tracking the sampled impulse response of the time-varying baseband channel involving the HF radio link [12]–[29], together with the development of more effective detection processes for handling the severe signal distortion introduced by the HF radio link [30]–[33]. Considerable attention has been paid to the Kalman filter as a means for holding the receiver correctly adjusted for the channel [12]–[25]. A Kalman filter assumes that the channel performs a degree-1 Markov process on the signal [16], which is a valid assumption for both time invariant and random-walk channels [16]. Thus, a Kalman filter is optimum for either of these two channel models, in the sense that it can give the minimum mean-square error in the adaptive adjustment of the receiver. Unfortunately, a typical HF radio link cannot be modeled as a degree-1 Markov process, and computer-simulation tests have, in fact, confirmed that the conventional Kalman filter [12]–[19], together with its more recent developments [20]–[25] are not optimum for a typical HF channel [25], but could be made so through a further considerable increase in equipment complexity [20], [25]. In particular, the use of a window with a Kalman filter [24] does not compensate for the fact that the Kalman filter itself is based on the incorrect assumption that the channel is time invariant [25]. A further weakness of the Kalman filter is the considerable equipment complexity involved.

In view of these considerations, an alternative approach has been studied in which the correct adjustment of the receiver requires a knowledge only of the sampled impulse-response of the channel [26]–[29]. When an adaptive filter is used ahead of the detector, the filter is now adjusted directly from an estimate of the channel sampled impulse-response [32], rather than, for example, by minimizing the mean-square error in the equalized signal [15], [17], [19], [23]. It is, in general, much easier to estimate the sampled impulse-response of the channel than to adjust a filter that is some function of the inverse of the channel response, as in a conventional adaptive equalizer [10], [25]. As a result of the investigations, some promising channel estimators have been developed [27]–[29]. Computer-simulation tests over various models of an HF radio link have shown that, with the most effective of the estimators [29], satisfactory operation is obtained at 9600 bits/s under quite severe fading conditions [9], [33]. The estimator here, although complex, is not unduly so and has a much better performance than the corresponding Kalman filter estimator [25], [29]. However, the estimator requires a knowledge of the number of different paths (separate sky waves) in the HF radio link, and its correct operation is rather critically dependent on the use of an adequate starting-up procedure [34]. It is also considerably more complex than the simple estimator that operates well at 2400 bits/s [1], [28]. The latter estimator is, in fact, only slightly more complex than the conventional gradient estimator [26], [27], but has a very much better performance [28]. At a transmission rate of 4800 bits/s, the accuracy needed in the channel estimator is intermediate between those for 2400 and 9600 bits/s [28], [29]. This suggests that the best channel estimator [29], is perhaps needlessly sophisticated, so that satisfactory operation at 4800 bits/s could well be achieved with a significantly less complex estimator. Since the main source of complexity in the estimator is involved with the modeling of the multipath propagation in the HF radio link, it was felt that the best approach towards a simpler but adequate estimator would be to develop the simple estimator [28], but without requiring this to model the multipath propagation, that is, the number of different paths, their relative transmission delays, and so on.

The paper describes various developments of the simple estimator, and then presents the results of computer-simulation tests on the resulting systems. To enable the tests to be carried out within a reasonable period of time and to enable reasonably precise comparisons to be made between different systems, some idealistic assumptions have been made concerning the fading and noise introduced by the HF radio link. The tests therefore represent an initial feasibility study, whose aim
is to select the more promising systems for further and more realistic tests.

II. MODEL OF SYSTEM

The model of the data-transmission system is shown in Fig. 1. The data symbols \( s_i \) are statistically independent and equally likely to have any of their four possible values, which are given by

\[
s_i = s_{0i} + js_{1i},
\]

where \( j = \sqrt{-1} \), and

\[
s_{0i}, s_{1i} = \pm 1.
\]

A stream of signal elements, in the form of the regularly spaced impulses \( s_i \delta(t - iT) \), is fed to the low-pass filter, whose output complex-valued continuous waveform is the baseband modulating waveform that is fed to the linear modulator. The real and imaginary parts of a complex-valued signal are, of course, separate signals, so that two separate but identical lowpass filters are in fact employed here, each feeding the corresponding output signal to a separate input terminal of the linear modulator. The output signal from the linear modulator is a serial stream of real-valued QPSK signal elements, with a carrier frequency of 1800 Hz and an element rate of 2400 bauds. Each signal element itself comprises the sum of two binary double sideband suppressed carrier amplitude modulated elements, with their carriers in phase quadrature, the binary values of the in-phase and quadrature elements being determined, respectively, by the real and imaginary parts \( s_{0i} \) and \( s_{1i} \) of the corresponding data-symbol \( s_i \). Thus, the QPSK signal is handled as a quadrature amplitude modulated (QAM) signal.

The QPSK signal is fed to the HF radio link, where its spectrum is shifted into the HF band, this signal being then transmitted via three different Rayleigh-fading paths (three independent sky waves) to the receiver, where its spectrum is returned to the voice band. The transmission delays of the three paths are assumed to be constant. Stationary white Gaussian noise, with zero mean and a two-sided power spectral density of \( (1/2)\sigma_0^2 \), is added to the data signal at the output of the HF radio link.

Each of the three Rayleigh-fading paths is modeled theoretically as shown in Fig. 2. The waveforms \( f_1(t) \) and \( f_2(t) \) here are real-valued narrow-band baseband Gaussian waveforms, whose spectral shaping is approximately Gaussian. Each of the waveforms \( f_1(t) \) and \( f_2(t) \) is formed by feeding white Gaussian noise through an appropriate five-pole Bessel filter, which gives a good approximation to the ideal Gaussian spectral shaping over the effective bandwidth [28].

The six Gaussian waveforms involved in the three fading paths are statistically independent with zero mean, the same variance and the same root mean square bandwidth which is 1 Hz in every case. Thus, the signal received over each path has the same mean-square value and the same frequency spread of 2 Hz. The transmission delays of the three paths, measured relative to that of the first path, are 0, 1.1, and 3 ms. Three fading paths, a time spread of 3 ms and a frequency spread of 2 Hz have been used to provide a more severe test of the channel estimators than the model for poor conditions suggested by CCIR [35]. The channel model used here is, however, firmly based on the CCIR recommendations. The selected time delays ensure a different sampled impulse response for each path (sky wave) and avoid some rather exceptional effects that occur in the adjustment of the adaptive filter (Fig. 1), when one of the relative (differential) time delays is an integral multiple of the other. Details of these are beyond the scope of this paper. The average transmitted energy per bit of information, at both the input and output of the HF radio link is arranged to be unity, no change in the average signal level being therefore introduced by the HF link.

The linear demodulator in Fig. 1 filters and demodulates the received signal, using two linear coherent demodulators whose reference carriers are in-phase quadrature and have a constant frequency. This is equal to the average instantaneous frequency of the received signal carrier, thus eliminating any constant frequency offset in the received QPSK signal, but not tracking the variations in instantaneous frequency introduced by the HF radio link, the whole of which therefore appears in the demodulated waveform \( r(t) \). The demodulated signals at the outputs of the in-phase and quadrature coherent demodulators are taken to be the real and imaginary parts, respectively, of a complex variable, so that the resultant demodulated
baseband signal \( r(t) \) is complex valued. The latter is sampled once per data symbol, and the sample at time \( t = iT \) is

\[
r_i = \sum_{n=0}^{\infty} S_i \cdot y_{i,k} + w_i
\]

where

\[
Y_i = [y_{i0}, y_{i1}, \cdots, y_{ik}]
\]

and

\[
S_i = [s_i, s_{i-1}, \cdots, s_{i-T}]
\]

\( Y_i \) and \( S_i \) are \((g + 1)\)-component row vectors, and \( S_i^T \) is the transpose of \( S_i \). The vector \( Y_i \) is taken to be the sampled impulse-response of the linear baseband channel in Fig. 1. This channel is formed by the low-pass filter, linear modulator, HF radio link and linear demodulator. The scalar quantity \( w_i \) is a noise component originating from the white Gaussian noise (Fig. 1). The \( \{r_i\} \), \( \{y_{ik}\} \), and \( \{w_i\} \) are all complex valued. The filters in the linear demodulator are such that the real and imaginary parts of the \( \{w_i\} \) are Gaussian random variables with zero mean and variance that is dependent on \((1/2)N_0\), neighboring \( \{w_i\} \) being slightly correlated [9], [31].

The receiver input filters are representative of those in a practical modem, whose input filters are connected in cascade with typical filters used in the radio receiving equipment. Further details of the filters used in the transmitter and receiver of the modem are given elsewhere [9], [31].

The received samples \( \{r_i\} \) are fed to an adaptive linear feedforward transversal filter. The latter is an all-pass network that adjusts the sampled impulse-response of the channel and filter to be minimum phase, without changing any amplitude distortion in the received signal [32]. With the aid of the adaptive filter, a near-optimum tolerance to noise can be achieved by means of a relatively simple detector, leading to a potentially cost-effective system [33].

The received samples \( \{r_i\} \) are also fed to the channel estimator, after being delayed slightly. The channel estimator uses the received samples \( r_{i-2}, r_{i-1}, r_i, \cdots \) to form the channel estimate \( \{Y_i\} \). The "early" \( s_i^e \) detected data-symbols are then associated with the correct symbol decision and the one-step prediction of \( Y_{i+1} \), given by

\[
Y_{i+1} = [y_{i+1,0}, y_{i+1,1}, \cdots, y_{i+1,k}]
\]

to form the updated estimate of \( Y_i \), given by

\[
Y_i = [y_{i0}, y_{i1}, \cdots, y_{ik}]
\]

Thus, \( Y_{i+1} \) is the evaluation (informed guess) that the estimator makes of \( Y_i \), between the receipt of \( r_{i-1} \) and \( r_i \), and \( Y_i \) is the evaluation that it makes of \( Y_i \), following the receipt of \( r_i \). The estimator next forms the one-step prediction of \( Y_{i+1} \), given by \( Y_{i+1} \). The latter is fed to the detector, ready for the next detection process that gives \( s_i^e \), and so on. Clearly, any error in \( Y_{i+1} \) correspondingly degrades the detection of \( s_i \).

The "early" detected data symbols have no delay in detection. This minimizes the period over which prediction must be carried out but increases somewhat the error rate in the \( \{s_i^e\} \). The detected data-symbols \( \{s_i^e\} \) at the output of the detector (Fig. 1) have a delay in detection of 32 sampling intervals, no significant reduction in error rate being achieved by any further increase in the delay in detection. It is assumed here that one step prediction is used for the detector (6), and each estimator is tested by measuring the mean-square error in the corresponding one-step prediction \( Y_{i+1} \).

The important advantage gained by using the adaptive filter in Fig. 1 is that it avoids the need for prediction over many sampling intervals, such as must be used in the absence of the filter [1], [9]. Prediction over many sampling intervals can increase considerably the error in the prediction [13], [28]. Further details of the adaptive filter and detector are beyond the scope of this paper and are given elsewhere [17], [32], [33].

Since we are concerned here with the operation of the channel estimator and not with the detector, the correct detection of all data symbols is assumed, even at low signal/noise ratios, so that \( s_i^e = s_i \) for all \( i \). Tests have indicated that the performance of the channel estimator is only likely to be significantly affected by errors in the \( \{s_i^e\} \) at the higher error rates (above \( 10^{-2} \)) [1], [9]. There is, however, a more fundamental reason for the given assumption. In any practical application of the system, the data signal is divided into separate blocks, each preceded by a training signal whose data-symbol values are known at the receiver. Under fading conditions, such as those tested here, most errors in detection occur during the deeper fades and generally in long bursts. Often, during an error burst, the channel estimate becomes significantly degraded, leading to more errors in the \( \{s_i^e\} \), which, in turn, further degrade the channel estimate, and so on, until there is a complete failure of the system. The error burst is now extended to the end of the block of data symbols, but the following training signal restores correct operation of the channel estimator, ready for the next block of data symbols. When more than a few errors have occurred in the \( \{s_i^e\} \), for any block of data symbols, the whole block of detected data-symbols \( \{s_i^e\} \) is normally rendered invalid and is rejected by the receiver. Furthermore, any large burst of errors in the \( \{s_i^e\} \) is usually accompanied by a substantial burst of errors in the \( \{s_i\} \). It follows that, for the most reliable operation of the system, the channel estimator must have the most accurate possible estimate (prediction) of the channel when the \( \{s_i^e\} \) are correct, since once an appreciable burst of errors has occurred in the \( \{s_i^e\} \), the chances are that the corresponding block of \( \{s_i^e\} \) are invalid, and no advantage is gained by improving the channel estimate under these conditions. Another more practical reason for assuming (8) is that the very considerable time and cost involved in testing the detector and channel estimator together, bearing in mind that this involves also the adjustment of the adaptive filter (Fig. 1) and the transmission of the appropriate training signals. The aim of the investigation described here is to select the most promising estimation process for further study, and the preferred system is, in fact, currently undergoing the more rigorous tests just mentioned. Details of these tests are however well beyond the scope of this paper.

III. SYSTEM 1

Before describing the new channel estimator, it is necessary first to consider in some detail the principles behind the operation of the simple estimator [28]. The prediction process carried out by the estimator is, for convenience, considered first. The estimator uses the updated estimate of \( Y_i \), given by \( Y_i \) in (7), and the one-step prediction of \( Y_i \), given by \( Y_{i+1} \) in (6), to determine an estimate of the error in the prediction, which is

\[
X_i = Y_i - Y_{i+1}
\]

The actual error in \( Y_{i+1} \) is, of course, \( Y_i - Y_{i+1} \).

The prediction of \( Y_{i+1} \) is now determined by means of a polynomial filter [13] that operates as follows:

\[
Y_i + X_i = Y_i + (1 - \theta^2) X_i
\]

\[
Y_i + X_i = Y_i + X_i + (1 - \theta^2) X_i
\]

The vector \( Y_{i+1} \) is the degree-1 least-squares fading-memory
prediction of $Y_{i+1}$ [13], [28], and the vector $Y_{i+1}^* = Y_{i+1}$ is a prediction of the rate of change with $i$ of $Y_{i+1}$. These are considered in more detail elsewhere [13]. The symbol $\theta$ is a real-valued constant in the range 0 to 1, usually close to 1. At the start of the process,

$$Y_i^* = 0$$

and

$$Y_{i,0}^* = Y_i^*$$

where $Y_i^*$ is determined from an appropriate synchronizing signal that precedes the transmission of data [34]. Extensive tests on the different versions of the prediction process in the simple estimator have shown that the above algorithm gives the smallest mean-square error in the prediction of $Y_i$, over the range of signal/noise ratios of greatest interest [1], [28].

To determine $Y_i^*$ in (9), the estimator forms an estimate $r_i^*$ of the received sample $r_i$, such that

$$r_i^* = Y_{i+1} - e_i S_i$$

(14)

where $S_i$ is determined from the vector $e_i$, using (5). If (8) holds, then $e_i$ is the element of $S_i$, assuming that (8) holds. From (3), $r_i^*$ is the value of $r_i$ when $Y_{i+1} = Y_i$, and $e_i = 0$. The estimator next forms the error signal

$$e_i = r_i - r_i^*$$

(15)

and it uses $e_i$ to form the correction vector $X_i^*$ in (9), which is now given by

$$X_i^* = bS_i^*$$

(16)

The quantity $b$ is an appropriate positive real-valued constant and $S_i^*$ is the complex conjugate of $S_i$. The vector $X_i^*$ is added to $Y_{i+1}$ to give the updated estimate

$$Y_i^* = Y_{i+1} + bS_i^*$$

(17)

from (9) and (16). Equation (17) is the conventional gradient or steepest descent algorithm for deriving the updated estimate of $Y_i$ [26]-[28].

The channel estimators to be considered next are known here as Systems 2-6. These operate adaptively in such a way as to make a greater use of the available prior knowledge of $Y_i$, than is achieved by system 1. The vector $X_i^*$ in (16) is now no longer constrained to lie in the direction of steepest descent, and it is adjusted adaptively to match the time-varying channel. The adaptive estimator does not however use any knowledge of the structure of the multipath channel formed by the HF radio link, that is, of the number of different paths (separate sky waves), their relative transmission delays, and so on.

IV. System 2

An estimate $X_i^*$ of the actual error in $Y_{i+1}$, given by

$$X_i = Y_i - Y_{i+1}$$

(18)

can, in principle, be derived from the fact that the prediction algorithm given by (9)-(11) employs a degree-1 least-squares fading memory polynomial filter [13], [28]. The latter assumes that the rate of change of $Y_i$ with $i$ is constant or only slowly varying with $i$. Thus, a significant source of error in a prediction $Y_{i+1}$ is the acceleration (variance of change in rate of change) in $Y_i$. If the only error in $Y_{i+1}$ is due to the acceleration in $Y_i$, then

$$Y_i = Y_{i+1} + c_i Y_i$$

(19)

where $c_i$ is a complex-valued scalar and

$$A_i = (Y_{i+1} - Y_i) - (Y_i - Y_{i+1})$$

$$= Y_{i+1} - 2Y_i + Y_{i-1}$$

(20)

such that $X_i = c_i A_i$, from (18). An estimate (prediction) of $A_i$ is given by

$$A_i^* = Y_{i+1} - 2Y_i + Y_{i-1}$$

(21)

The weakness of $A_i^*$ in (21) is its relatively high noise level, bearing in mind that $Y_{i+1}$, $Y_i$, and $Y_{i-1}$ do not differ greatly, much of the difference between them being due to the noise. Thus, instead of using $A_i^*$, the estimator uses the corresponding vector

$$Z_i = z_{0,i} z_{1,i} \cdots z_{g,i}$$

(22)

which is derived from $A_i^*$ as follows. First, let the absolute value (modulus) of the $(h+1)$th component of $A_i^*$ be $|a_{h,k}|$, for $h = 0, 1, \ldots, g$, and suppose that $A_i^*$ is the first of the $A_i$ to be processed. Now $z_{0,i}$ is a measure of the average value of $a_{h,k}$, which may be either the growing memory average, given by

$$z_{0,i} = i^{-1} \sum_{i=1}^i a_{h,k}$$

(23)

or else the fading-memory average, given by

$$z_{0,i} = a \sum_{i=1}^i (1-a)^{i-1} a_{h,k}$$

(24)

where $a$ is a real-valued constant such that $0 < a < 1$, and $i$ is an integer. Equation (23) can be implemented sequentially as

$$z_{0,i} = (1-a)z_{0,i-1} + a|a_{h,k}|$$

(25)

and (24) as

$$z_{0,i} = (1-a)z_{0,i-1} + a|a_{h,k}|$$

(26)

where

$$z_{0,0} = 0$$

(27)

for $h = 0, 1, \ldots, g$.

Since all components of $Z_i$ are real valued, whereas the components of $A_i$ in (20) are, in general, complex valued, neither $Y_{i+1} + Z_i$, nor $Y_{i+1} + c_i Z_i$, could be used as a satisfactory updated estimate of $Y_i$ in (19). Nevertheless, $z_{0,i}$ gives a measure of the magnitude $||y_{i+1}^*-Y_{i+1}|$ of the error in the component $y_{i+1}^*$ of $Y_{i+1}$. Furthermore, for the most accurate tracking of a time-varying channel, the step size employed in the gradient algorithm of (17) should be permitted to vary from one component of $Y_{i+1}$ to another, and should increase with the likelihood magnitude of the error in that component. These considerations suggest that (17) should be replaced by

$$y_{i+1}^* = y_{i+1}^* + bu_{i,h} e_i s_{i-h}^*$$

(28)

for $h = 0, 1, \ldots, g$ where $b$ is an appropriate small positive real-valued constant, and

$$u_{i,h} = p(z_{0,h})$$

(29)

$p(z_{0,h})$ is a monotonically nonincreasing positive real-valued function of $z_{0,h}$. The parameter $u_{i,h}$ in (28) cannot be replaced by $z_{0,h}$ itself, for the following reasons. First, no $u_{i,h}$ must be permitted to remain at zero for any significant period, since, if this occurs, the corresponding component of $Y_{i+1}$ in (10) may become locked at zero, thus preventing any further change in the corresponding $y_{i+1}^*$. Second, no $u_{i,h}$ should be permitted to become too large, in order to avoid possible
instability of the algorithm given by (28). Thus, the value of \( u_{i,h} \) should be constrained such that
\[
\hat{k}_1 < u_{i,h} < k_2
\]
where \( k_1 \) and \( k_2 \) are appropriate positive real-valued constants. Finally, tests have shown that, for the best performance, \( u_{i,h} \) must vary nonlinearly with \( z_{i,h} \) over the range \( \hat{k}_1 \) to \( k_2 \). In the most effective arrangement that has been found, \( u_{i,h} \) varies with \( z_{i,h} \) as shown in Fig. 3 where \( \hat{k}_1 = 10^{-4} \) and \( k_2 \rightarrow \infty \). The quantity \( \hat{k}_1 \) is a small positive real-valued constant,
\[
d = k_0^{0.25}
\]
and when \( z_{i,h} > d \),
\[
u_{i,h} = z_{i,h}^{0.25}
\]
The nonlinear variation of \( u_{i,h} \) with \( z_{i,h} \) here prevents \( u_{i,h} \) from becoming too large, so that it is not, in fact, necessary to limit the maximum value of \( u_{i,h} \). As before, the prediction of \( Y_{i+1} \) is determined by (9), (10), and (11).

V. SYSTEMS 3–6
Instead of attempting to measure the acceleration in \( Y_i \) directly, use can be made of the fact that the greater the maximum magnitude of any \( y_{i,h} \), the greater is likely to be its maximum acceleration and hence the greater the probable value of the largest error in the corresponding prediction \( y'_{i+1} \). Systems 3–6 all operate on estimates of the magnitudes of the \( \{y_{i,h}\} \), and, as before, the estimates are either growing-memory or fading-memory averages. In particular, the growing-memory average \( x_{i,h} \) is now given by
\[
x_{i,h} = \frac{x_{i-1,h} + \hat{r}^{-1}(y_{i-1}^2 - x_{i-1,h})}{x_{i-1,h} + \hat{r}^{-1}(y_{i-1}^2 - x_{i-1,h})}
\]
and the fading-memory average \( x_{i,h} \) is given by
\[
x_{i,h} = x_{i-1,h} + \alpha(x_{i-1,h}^2 - x_{i-1,h})
\]
where \( \alpha \) is a real-valued constant such that \( 0 < \alpha < 1 \), and
\[
x_{i,h} = |y_{i,h}^2|
\]
for \( h = 0, 1, \ldots, g \). (33) corresponds to (23) and (25), whereas (34) corresponds to (24) and (26). The gradient algorithm of (17) is here replaced by (28), with
\[
u_{i,h} = \hat{p}(x_{i,h}^2)
\]
and \( \hat{p}(-) \) having the same basic properties as before. The prediction of \( Y_{i+1} \) is determined by (9)–(11), as before.

In System 3, \( u_{i,h} \) varies with \( x_{i,h} \) according to Fig. 4. Furthermore, with the particular HF radio link tested, the last ten components of \( Y_i \) are all ideally equal to zero. This leads to the nonadaptive version of System 3, in which the number of components of \( Y'_{i+1} \) is reduced to 22, by simply setting to zero its last ten components and operating System 1 with the corresponding 22-component vector \( Y'_{i+1} \). (17) is now used in place of (28) for the gradient algorithm.

System 4 is a simple modification of System 3, in which the relationship between \( u_{i,h} \) and \( x_{i,h} \) is as given by Fig. 5, such that
\[
u_{i,h} = c x_{i,h}
\]
when \( \hat{k}_1 < u_{i,h} < k_2 \), and where \( c \) is an appropriate positive real-valued constant.

An interesting arrangement of System 4 is that where \( \alpha \) in (34) is set to unity, so that
\[
x_{i,h} = |y_{i,h}^2|
\]
and no averaging is in fact carried out.

In Systems 5 and 6, the relationships between \( u_{i,h} \) and \( x_{i,h} \) are as shown in Figs. 6 and 7, respectively. Over the curved
where the mean-square value of \( |Y_j| \) is close to unity. The first 1000 of the received samples in any test are ignored to allow the stabilization of the fading and additive noise processes.

During the next 3000 received samples the estimation process operates as described, with a good starting-up procedure, but no measurements are carried out. This eliminates the effect of any transient behavior of the estimator at start up. Over the following 56 000 received samples, \( \xi \) is evaluated according to (41). Thus, \( \xi \) gives a measure of the steady-state performance of the estimator, which is here taken to be its performance during the prolonged and uninterrupted transmission of the data signal.

The signal/noise ratio is measured as \( \psi \) dB where

\[
\psi = 10 \log_{10} \left( \frac{1}{56000} \sum_{j=4001}^{5000} |Y_j - Y_j'|^2 \right)
\]  

(42)

Equation (42) uses the fact that the average transmitted energy per bit, at the input and output of the HF radio link, is unity, and the two-sided power spectral density of the additive white Gaussian noise at the output of the HF radio link is \( (1/2)N_0 \).

In each of Tables I–VI, the adjustable parameters, such as \( b \) in (17) or (28), \( \theta \) in (10) and (11), \( k_1 \) and \( k_2 \) in (30), \( d \) and \( k_3 \) in (31), \( c \) in (37) or (39), and so on, have been adjusted as far as reasonably possible to minimize \( \xi \). However, in the time available, it has not been possible to carry out the complete
<table>
<thead>
<tr>
<th>TABLE III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance of System 3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Averaging</th>
<th>q</th>
<th>b</th>
<th>ε</th>
<th>c</th>
<th>k₁</th>
<th>k₂</th>
<th>a</th>
<th>ξ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growing memory</td>
<td>20</td>
<td>1.0</td>
<td>0.980</td>
<td>4 x 10⁻⁵</td>
<td>10⁻⁵</td>
<td>0.120</td>
<td>-</td>
<td>-23.3</td>
</tr>
<tr>
<td></td>
<td>31</td>
<td>1.0</td>
<td>0.987</td>
<td>4 x 10⁻⁵</td>
<td>10⁻⁶</td>
<td>0.086</td>
<td>-</td>
<td>-29.0</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.0</td>
<td>0.980</td>
<td>10⁻⁵</td>
<td>10⁻⁶</td>
<td>0.130</td>
<td>-</td>
<td>-40.6</td>
</tr>
<tr>
<td>Fading memory</td>
<td>20</td>
<td>1.0</td>
<td>0.960</td>
<td>4 x 10⁻⁶</td>
<td>10⁻⁶</td>
<td>0.170</td>
<td>0.04</td>
<td>-23.1</td>
</tr>
<tr>
<td></td>
<td>31</td>
<td>1.0</td>
<td>0.987</td>
<td>3 x 10⁻⁶</td>
<td>10⁻⁶</td>
<td>0.086</td>
<td>0.02</td>
<td>-29.0</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.0</td>
<td>0.940</td>
<td>2 x 10⁻⁶</td>
<td>10⁻⁶</td>
<td>0.240</td>
<td>0.02</td>
<td>-37.2</td>
</tr>
<tr>
<td>Non-adaptive (Q₁t⁰⁻¹)</td>
<td>21</td>
<td>0.15</td>
<td>0.970</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-21.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.12</td>
<td>0.950</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-27.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.15</td>
<td>0.930</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-36.8</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance of System 4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Averaging</th>
<th>q</th>
<th>b</th>
<th>ε</th>
<th>c</th>
<th>k₁</th>
<th>k₂</th>
<th>a</th>
<th>ξ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growing memory</td>
<td>20</td>
<td>1.0</td>
<td>0.985</td>
<td>2.8</td>
<td>10⁻⁵</td>
<td>0.72</td>
<td>-</td>
<td>-22.4</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1.0</td>
<td>0.977</td>
<td>2.8</td>
<td>10⁻⁵</td>
<td>0.64</td>
<td>-</td>
<td>-29.2</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.0</td>
<td>0.954</td>
<td>19.4</td>
<td>0.02</td>
<td>0.48</td>
<td>-</td>
<td>-40.3</td>
</tr>
<tr>
<td>Fading memory</td>
<td>20</td>
<td>1.0</td>
<td>0.985</td>
<td>2.8</td>
<td>10⁻⁵</td>
<td>0.72</td>
<td>0.95</td>
<td>-21.9</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1.0</td>
<td>0.977</td>
<td>2.8</td>
<td>10⁻⁵</td>
<td>0.64</td>
<td>0.95</td>
<td>-28.1</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.0</td>
<td>0.954</td>
<td>19.4</td>
<td>0.02</td>
<td>0.48</td>
<td>1.00</td>
<td>-38.0</td>
</tr>
<tr>
<td>Fading memory</td>
<td>20</td>
<td>1.0</td>
<td>0.985</td>
<td>2.8</td>
<td>10⁻⁵</td>
<td>0.72</td>
<td>1.00</td>
<td>-21.9</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1.0</td>
<td>0.977</td>
<td>2.8</td>
<td>10⁻⁵</td>
<td>0.64</td>
<td>1.00</td>
<td>-28.1</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.0</td>
<td>0.954</td>
<td>19.4</td>
<td>0.02</td>
<td>0.48</td>
<td>1.00</td>
<td>-38.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance of System 5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Averaging</th>
<th>q</th>
<th>b</th>
<th>ε</th>
<th>c</th>
<th>k₁</th>
<th>k₂</th>
<th>a</th>
<th>ξ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growing memory</td>
<td>20</td>
<td>1.0</td>
<td>0.985</td>
<td>0.90</td>
<td>0.001</td>
<td>-</td>
<td>-</td>
<td>-21.6</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1.0</td>
<td>0.976</td>
<td>0.86</td>
<td>0.001</td>
<td>-</td>
<td>-</td>
<td>-28.7</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.0</td>
<td>0.951</td>
<td>0.72</td>
<td>0.003</td>
<td>-</td>
<td>-</td>
<td>-40.3</td>
</tr>
<tr>
<td>Fading memory</td>
<td>20</td>
<td>1.0</td>
<td>0.985</td>
<td>0.90</td>
<td>0.001</td>
<td>1.0</td>
<td>-</td>
<td>-28.0</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>1.0</td>
<td>0.976</td>
<td>0.86</td>
<td>0.001</td>
<td>1.0</td>
<td>-</td>
<td>-28.8</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1.0</td>
<td>0.951</td>
<td>0.72</td>
<td>0.003</td>
<td>1.0</td>
<td>-</td>
<td>-40.2</td>
</tr>
</tbody>
</table>
optimization of every system, so that it may well be possible to achieve further small improvements in $\xi$ for some systems. In a particular case, for each of Systems 2 and 4 (Tables II and IV), no averaging is applied in the evaluation of $z_k$ and $x_k$, respectively, such that $a = 1$ in (26) and (34). Each system is now approximately optimized, subject to $a = 1$ in the fading-memory algorithm. Again, for the first half of the results in Table II, $b$ is fixed at unity.

Three different values of $\psi$ (20, 30, and 60) have been used in the tests, where the values 20 and 30 are such that a significant number of errors in detection of the received data symbols are likely to be caused from time to time by the additive noise, whereas the value 60 represents a high signal/noise ratio, where the fading predominates over the noise.

The good performance achieved by System 2 suggests that the basic mechanism, behind the improvement in performance of Systems 3–6 over System 1, is, at least in part, due to the fact that Systems 3–6 are better able than System 1 to correct an error in $Y_{\nu}$ caused by an acceleration in $Y_{\nu}$. In System 3, there are a series of local minima in the values of $\xi$, as the parameter values are varied, instead of a single global minimum. This has led to some difficulty in the selection of the parameter values in Table III.

The rather similar performances of Systems 3–6 suggest that the precise relationship between $u_{\nu}$ and $x_{\nu}$ is not critical, so long as the general form of the relationship does not differ too much from that for System 6. In a practical implementation of any of these systems, $u_{\nu}$ would be determined from $x_{\nu}$ by means of a look-up table, so that the complexity of the relationship between $u_{\nu}$ and $x_{\nu}$ is of no great practical significance.

The growing-memory averages would not be suitable for a practical application of the system, since a drift in phase of the timing waveform at the receiver could introduce considerable changes into the relative peak magnitudes of the different components of $Y_{\nu}$, and, contrary to the case of fading-memory averages, these would not be tracked by the growing-memory averages. The latter have, however, been studied as a check for the effectiveness of the former, because, in the absence of any shift in timing phase or change in fading statistics, the growing-memory averages can be taken to be optimum.

Tests have been carried out with System 6, for two different values of $k_1$ and also two different values of $a$ (Table VI). A very good performance is obtained here, particularly when $k_1 = 10^{-4}$ and $a = 0.01$. Further tests have been carried out with statistically independent noise components $\{w_i\}$ in (3), in place of the slightly correlated noise components actually obtained at the output of the receiver filters. The tests have been carried out for both Systems 1 and 6, but only a negligibly small difference has been observed. Thus, the correlation in the noise components does not appear to have any significant effect.

In the final set of tests, System 6 (with fading-memory averaging) is compared to System 1, over the whole range of signal/noise ratios $\psi = 10$ to 60, each system being appropriately optimized at each signal/noise ratio. The results of these tests are shown in Fig. 8, which confirms the substantial advantage in performance gained by System 6. The parameter $\xi$ in (4) is here evaluated for $i = 6001$ to 60 000, giving a small but not very significant change in performance.
VII. CONCLUSIONS

The most promising of the various systems studied here is System 6, which gains advantages over System 1, in tolerance to additive white Gaussian noise, of some 4, 5, and 12 dB, respectively, when $\psi = 20, 30$, and 60. System 6 is not much more complex than System 1, so that it is well worth further study. Clearly, the estimator must be tested with an appropriate near-maximum likelihood detector, to check the effects of errors in detection, and the influence of practical constraints, such as limited arithmetic accuracy, must also be considered.

The fact that System 2 has a performance almost as good as that of System 6 suggests that at least a part of the basic mechanisms behind the good performance of System 6 is its ability to track accelerations in $Y$, more accurately than can System 1.
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